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Summary  
 

The massive amount of animal health data daily produced and Big Data analytics can constitute a revolution 
in how we approach disease control and epidemiology. Advances in genomics, sensors and information tech-
nologies allow a more detailed and precise characterisation of animal health. In this report we discuss the 
value that digitalisation can bring to Veterinary Services and encourage to advance towards Precision Veteri-
nary Epidemiology as a concept that takes advantage of the multilevel animal health related data to better 
understand disease dynamics in a population and design more cost-effective systems for surveillance, early 
detection and rapid control of livestock diseases. We explore the sources of information, how it works and the 
main challenges to translate this concept into practice. 

We believe digitalisation not only can significantly contribute to the improvement of livestock efficiency and 
sustainability with smaller environmental footprint, but also to boost vertical and horizontal advances in the 
way we prevent and manage livestock diseases both locally and globally. However, in order to make this a 
reality, critical advancements and changes in the way we collect, standardise, integrate, share, and use data 
are required. There is also a need to build interdisciplinary teams of computer scientist, engineers and/or data 
scientists that work collaboratively with veterinarians and other domain experts and are focused on animal 
health issues. Certainly, there are some challenges, but there is also a tremendous opportunity by veterinary 
services to apply these available computational tools to significantly improve animal health. 

 

  



 
Technical Item II: 31st Conference of the Regional Commission for Europe 

3 
 

Introduction 

Data collection, manipulation, and analysis are essential to inform timely interventions and design surveillance 
and control programs as cost-effectively as possible. Animal health data collection has been traditionally lim-
ited to gathering and monitoring some specific indicators believed to be informative to assess specific prob-
lems. However, in the last decades, the generation, collection, and the capability of data digitalisation, storage 
and analysis have skyrocketed and have widen the possibilities. Thus, nowadays, large amounts of multi-scale 
data are daily produced and collected by producers (such as trade and production records, animal wearable 
sensors), veterinarians and diagnostic laboratories (animal health records), or management and environmen-
tal monitoring systems (temperature, relative humidity, wind, etc.), among others; and they can be utilized to 
improve animal health management. These vast amounts of data constitute the so-called “Big Data”, a massive 
group of extremely large, complex, and diverse data that cannot be processed by traditional means1,2. 

Certainly, the use of this Big Data can revolutionise how we approach animal health management similarly to 
how the collection of on-farm reproductive parameters or mortality records aided to increase productivity and 
efficiency in livestock in the past. We can understand animal health problems in more precise and transversal 
ways and shift to more proactive and customised approaches. However, the (Big) data management and the 
application of Big Data analytics is not straightforward and has to face several hurdles, traditionally defined by 
the so-called three V’s: 1) volume - reflecting the increasing size of these dataset, 2) velocity - the rapid and 
often real-time rate at which the data is updating, and 3) variety - the different types of data collected across 
sources and spatiotemporal scales3. Moreover, other two important V’s can be added: veracity and value, to 
reflect the need for data integrity/reliability and actionable results from the analysis4,5. Furthermore, additional 
V’s up to seven6, ten7 or even 428 have also been suggested to more extensively describe the characteristics 
and properties of Big Data. However, overcoming these difficulties is nowadays more feasible with the availa-
bility of computational resources that facilitate data capture, storing and processing large volumes of data, 
cloud computing, advancements in automation and machine learning and development of analytical tools and 
integrated platforms. Taken this into account, the interest in Big Data analytics has increased exponentially to 
better manage animal health. However, Veterinary Services in many parts of the world lack the capacity to 
collect data in a digital and standardised way and they may lack also the necessary computer infrastructure 
and specialised personnel to properly handle such data. This is definitely an important barrier, but it is some-
thing that could be relatively easily addressed. In fact, creating this infrastructure to collect and handle these 
data (e.g. smart phones, tablets, laptops, servers, etc.) and bringing few engineers, programmers, computer 
or data scientists to support Veterinary Services won’t be very costly and could be an incredible cost-effective 
investment. We have a scarcity of veterinarians worldwide, but with help of these other professionals we could 
make better use of the “veterinarian time” as they may facilitate and accelerate the collection, access and 
visualisation to relevant data so veterinarians can fully focus on evaluating such information and make better 
animal health decisions. 

In this report we aim to provide an overview of:  

1) the evolution and current status of digitalisation in animal health 

2) the considerations regarding data: data types, data sources, data standards, data quality, etc. 
needed to better prevent and control diseases in food-producing animals  

3) what we believe are the five top “Animal Health digitalisation challenges” to accelerate the digital 
revolution in animal health.  

1. Current status of digitalisation in animal health 

The applications and challenges of digitalisation in animal health and related Big Data analytics have been 
recently covered by several reviews and opinion papers. Some are discussing the opportunities and chal-
lenges of the Internet of Animal Health Things (IoAHT)9, the value of using next generation sequencing (NGS), 
which allows DNA/RNA sequencing and mutation detection in a short period of time, and associated Big Data 
for precision medicine in horses and other animal species10, their value for animal welfare11,12 or to improve 
decision making in animal health13,5. However, Big Data in animal health and veterinary epidemiology has 
been severely infra-utilised in the practice14. Data are still presented and used separately, mostly with poor to 
non-existent communication between the different segments involved, and there are big challenges in all the 
steps of the chain, from data collection to the data analysis and production of comprehensive results. Solving 
these issues would be extremely beneficial for disease prevention and control.  
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A number of “precision” disciplines have surged trying to take advantage of the possibilities of this digitalisation 
and the Big Data analytics. This is the case of Precision livestock farming (PLF), which involves the inter-
connection of a wide range of real-time technologies to monitoring target or key livestock parameters and thus, 
to identify and report relevant events that farms need to consider in order to optimise different aspects of 
livestock production, and this has happened with relatively success10,15.  

Likewise, we can export the same principles for animal health and disease control taking advantage of tools 
such as machine learning (ML) and other artificial intelligence (AI) methodologies. This approach could con-
tribute to early detect disease events and improve animal health management through a better understanding 
of the dynamics of an infection and the early identification and detection of patterns and factors related with 
disease by combining traditional methods with Big Data analytics. This could be extremely useful to aid Vet-
erinary Services to better design and implement preventive and control programs. In fact, the concept of pre-
cision epidemiology or “precision public health” has been already explored in human medicine16 defining the 
latter as “providing the right intervention to the right population at the right time”17. In animal health, precision 
veterinary epidemiology could be achieved by integrating the very diverse multi-level data already generated 
in livestock (i.e., animal diagnostics, management, biosecurity, production indices, trade, economics, etc.). 
Using these high-resolution data, we can get further insights of the epidemiological problem and support more 
timely selection of customised interventions to specific groups of animals, farms or productions systems. 
Therefore, Precision veterinary epidemiology comes not to substitute “classic” epidemiology, but to take ad-
vantage of how the digital technologies and new available analytical tools allow more proactive, timely and 
customised assessments of population health, disease risk and on-farm vulnerabilities. We believe that this 
approach will provide a lot of value for livestock producers, private veterinarians and Veterinary Services al-
lowing for more accurate and timely information and decision guidance (Figure 1).  

 

Figure 1. Scheme of how digitalisation can facilitate the integration of multiple data streams and the 
communication across stakeholders to generate value for animal health.  

2. Data considerations 

The wide variety of animal health related data is one of the biggest strengths (but also the main challenge) to 
fully achieve digitalisation by Veterinary Services. The collection of animal and farm information (i.e., digitali-
sation of agriculture) has substantially specialised and diversified over the years, particularly in large scale 
production systems of middle- and high-income countries. Today, it is easy to obtain information within herds, 
animals and at the molecular level, but also at larger scales, beyond herds and collectives, from a huge variety 
of resources that collect, store and share multiple data: automatic devices on/in-animals, on-farm sensors, 
records from the diverse monitoring programs carried out on the herd, laboratories, institutions, different com-
panies among the livestock sector, mandatory reports, or programs, etc. This promises a high capacity to 
characterise and understand a system (their risks, weaknesses, strengths…) and thus achieving a high cus-
tomisation of the interventions. However, these richness of data, data sources and data types are also the 
main challenge to operationally implement precision veterinary epidemiology. It is complex to integrate, map, 
visualise and provide timely access to stakeholders to all these data, as the data are proprietary and are 
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collected, stored, and handled by diverse entities (i.e. production managements, diagnostic labs, veterinary 
clinics, pharma companies, etc.) and without following a common data structure, case definitions or data stand-
ards. Moreover, in low-middle income countries or areas with smallholders most of these data are still not 
collected or, if they are collected, they are collected in paper (e.g., epidemiological surveys and other ques-
tionnaires) which makes more complicated to integrate, process and use, which certainly delays the access of 
data and challenges real-time applications. The use of tablets or smart phones to collect information by Vet-
erinary Services in the field can minimise data entry errors and accelerate the use of that data to support more 
timely decision making. However, this won’t be enough. Research and policies should be directed to advance 
towards a more equitable and inclusive digitalisation process by facilitating the access of smallholders and 
Veterinary Services in low-resource settings to the digital opportunities. Below, we discuss the main data 
sources and types of animal health related data collected at molecular, animal, farm and regional level.  

2.1. Information at molecular/cellular level 

The molecular information constitutes an important pillar in the diagnosis, monitoring, and control of infectious 
diseases. PCR diagnosis and sequencing are routinely performed in diverse livestock segments to detect and 
identify specific or emerging strains circulating in a farm or to track new infections. The use of molecular infor-
mation is well established in the epidemiological investigation to understand the source of an outbreak and the 
distribution at populational level, e.g., using phylogeography18. 

New molecular technologies such as next-generation sequencing (NGS) and gene expression analysis 
(i.e.  process by which the information encoded in a gene is turned into end product, protein or function by the 
process of transcription and translation) are increasingly gaining presence due to the reduce costs and in-
creased accessibility and facilitating the production and availability of massive genomic information for epide-
miology. They have led to the emergence of different disciplines defined under the term of ‘omics (e.g., prote-
ogenomics, metabolomics, metagenomics, transcriptomics, etc.), high-throughput methodologies that can 
measure all the same molecules simultaneously providing a holistic view of a molecular process. The applica-
tion of these technologies to the epidemiology supposes a revolution in how pathogens and hosts can be 
characterised. For example, we can identify specific traits related to pathogen resistance19-21, key cell receptors 
in specific individuals22,23 and the molecular pathways of the infection24-26; study persistence of infections, vir-
ulence, host–pathogen interactions, and pathogenicity, colonisation and survival mechanisms27,28; understand 
the genetic diversity of pathogens and interaction with microbial flora communities; evaluate the antibiotic 
resistance and associated resistant genes29-30. Omics also aid to identify biomarkers of infections or dis-
ease31,32, which can be used to monitor collectives and early detect disease when it still goes unnoticed33. 

These new molecular technologies provide a more precise picture of the relationship between host and path-
ogen and may constitute a paradigm shift in the way we study biological problems. In human medicine, we 
have seen how these tools are already being implemented in the precision medicine to design customised 
treatments for the individuals considering the specific characteristics of hosts and pathogens16. The same 
principle can be extrapolated to veterinary epidemiology to customise control and eradication programs or to 
investigate the origin and the extension of an outbreak. Outbreaks of the same pathogen and strain may have 
different dynamics in different herds, and so the importance of disease control measures that considers the 
specific interactions between host, pathogen and environment in a given farm. Thus, the information that NGS 
can offer has tremendous potential for epidemiological surveillance, outbreak detection, and infection control. 
However, the main limitation to its implementation by Veterinary Services is the high cost and complex infor-
mation management. It is still necessary to make NGS more affordable and develop systems able to more 
efficiently manage and analyse the huge volume of data that it produces.  

2.2.  Information at animal and farm level 

Nowadays, sensors are used to collect data either from the environment in which the animals are placed, from 
the animal or from excretions of the animal (e.g., milk, saliva…). The development of sensor technologies has 
enormously increased in the last years and now we have the potential to measure almost every parameter on 
animals or farms that may be necessary for an epidemiological investigation, such as fever, animal movement, 
food and water intake10,34,14,35.  

These technologies have permeated at different speed in animal health depending on the sector. The dairy 
industry was one of the early advocates for the generation, collection and use of Big Data through devices and 
cyber-physical systems, such as robots or automatic milking systems, to better detect and manage reproduc-
tive problems, identify mastitis, monitor milk quality, or monitoring lameness36, and detect substances produced 
by animals: progesterone, volatile organic compounds (ketone bodies, ethanol, methanol, etc.)14,41. Poultry 
and swine industries have made also important advances in the implementation of sensor technologies, alt-
hough adoption remains low mostly due to cost11,42. Today, we can monitor the environment (temperature, 
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humidity and carbon dioxide and ventilation quality)43; or proxies of disease on real-time. Just to cite some 
examples, infrared thermal imaging can be used to monitor for thermal stress44, accelerometers for activity45, 
ear tags for behavior46. Mean body temperature and mobility readings have been used for early detection of 
avian influenza in broilers47. Microphones have also been used for monitoring coughs and detect respiratory 
problems in pigs48; photoelectric sensors to detect lameness49, camera systems for assessing body weight, 
and changes in behaviour and activity50,51. 

Although the use of sensors has exponentially expanded in PLF42,52,53, the use of these data for animal health 
purposes still has to fully develop. In fact, most of these sensor technologies need to substantially expand their 
adoption in the livestock sector as currently they have been used as proof-of-concept or stand-alone isolated 
applications. In terms of veterinary epidemiology, the integration and synergic use of sensor data together with 
other data (i.e., health records, information about production performance, biosecurity, vaccinations, treat-
ments, trade and other management practices on farm), would add more value and contribute to push animal 
health management forward. 

2.3.  Information at the regional level 

Information in this level comprises a heterogeneous layer with data coming from very different sources. In the 
first place, we generate census or population data simply by collecting the information described above for 
each animal/farm and putting it together to characterise the general population (i.e., production system, asso-
ciation of farms, region, etc.). Census data aids to identify trends, assess the risk of contact with pathogens 
and take informed biosecurity measures and better plan for emergency response at regional level. Moreover, 
there are plenty of other resources that may also serve to characterise collectives. For example, the routine 
use of diagnostics leads to laboratories and veterinary clinics gathering a significant and increasing volume of 
diagnostic and disease data that can be used to evaluate population trends. However, animal and farm level 
data are proprietary and are not often accessible for out of the farm operators. Data sharing is scarce and 
complicated, because of privacy concerns and by the lack of systems properly designed to collect, integrate, 
and turn back information in a comprehensible manner. However, sharing of grouped or de-identified health 
records have been proven extremely valuable to inform producers about general trends and can be useful to 
increase awareness when there are changes in the patterns and epidemiology of certain diseases, particularly 
for those that are endemic54. We can also find records of notifiable disease outbreaks in national or interna-
tional public repositories (e.g., WAHIS notifiable animal disease,  https://wahis.woah.org).  

Other types of valuable information are records of animal trade or truck movements, slaughter statistics, envi-
ronmental and climatic factors, etc. These may have several applications. Network analysis of animal move-
ments may help to measure the risk through animal trade55,56; spatial and temporal clustering of cases is useful 
to identify areas and time periods at highest risk of disease occurrence57,58; disease transmission models can 
help to simulate disease spread and identify the most cost-effective interventions59. Environmental, geograph-
ical, and climatological data (temperatures, precipitation, vegetation indices, environmental proxies, etc.) are 
known modulators of the risk of disease widely used in exploratory research studies, modelling, and disease 
mapping. Today, climatological data can be collected through meteorological stations, though ground-based 
observation stations may be limited in certain areas. Besides, visible and infrared satellite imagery has im-
proved its spatio-temporal resolution and accessibility over the years and provides different measures such as 
radiation reflectance that can be transformed and used as environmental and climatic proxies to model risk of 
disease emergency60. The high-resolution and near-real time frequency of production of meteorological-re-
lated data allows to use them for monitoring, rapid assessment of at-risk areas or for prediction of disease 
distribution.  

The new communication technologies also offer new resources to collect information. Internet data can be 
used to alert about the emergence of diseases before sanitary authorities may be aware61,62. In human medi-
cine, different attempts have been made to use people interactions on the Internet to detect the emergence of 
epidemics. For example, Google Flu Trends was possibly one of the very first applications63, and in the recent 
years monitoring social media has been used as an aid to surveillance, event detection, pharmacovigilance, 
forecasting, disease tracking and geographic identification of diseases64,65. Different strategies have been 
used for example to monitor tweets and use them to detect the emergence of a disease earlier than through 
official reports.  

The possibilities of data from this level are huge due to the variety of data, but access and integration to all the 
sources is not always easy. Farm information is usually restricted to integrated production systems, farmer’s 
associations, or collective quality improvement plans (e.g., milk control in dairy cattle); and it is done for very 
specific purposes, with different magnitude across livestock productions, rarely in real-time and sharing is poor. 
Population level data collected out of the farm also presents problems of integration and lack of standardisa-

https://wahis.woah.org/
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tion. While some sources may offer large volumes of data with good periodicity, others may be rather incom-
plete and scarce. This heterogeneity complicates data mapping, manipulation and modelling in a timely fashion 
to extract value.  

3. Animal Health digitalisation Challenges 

The advance of digitalisation towards its broad use and implementation by Veterinary Services, needs to ad-
dress what we believe are the top five Animal Health digitalisation challenges: 

3.1.  Facilitate the access and integration of multilevel data 

The emergence, spread and expression of disease are modulated by multiple factors of very different nature. 
If we aim for a better understanding, and then, predictability of diseases, a holistic approach that integrates all 
the information potentially related with the epidemiology of diseases and puts all the actors involved together 
may better reflect the causal chain and their interactions. However, in practice the collection and combination 
of multilevel data sources is not frequent. Even within the same level, data are kept dispersed, usually collected 
by different companies or services, and presented in formats which are usually hard to integrate. Moreover, 
companies may gain ownership about the recording data and do not always facilitate the use of data out of 
their system. The lack of interoperability is one of the most cited challenges to the management of animal Big 
Data66 and is detrimental not only to use the information, but also to explore and infer new applications. Instead, 
the potential outcomes generated from the interconnection of data should be understood as an additional and 
perhaps bigger value and this idea has to be transmitted to the final user. New services and systems may 
originate from this need and work as hubs that channel the diverse streams of information. Diverse initiatives 
have started in agriculture pursuing the standardisation and interoperability between data formats which may 
serve as example (OASIS, 2016; OGC, 2016; GODAN, 2013), but little work has been conducted in livestock 
up to date66. Even when combining similar data (e.g., diagnostic information), sometimes the problem is the 
lack of common case definitions or disparities in the data collection protocols. Despite attempts have been 
carried out at different levels: clinical signs67, diagnostic data68; veterinary medicine standards are quite behind 
compared to the human medicine ones. Therefore, there is still a huge need to create animal health data 
collection standards or at least to provide clear case definitions, metadata and data dictionaries to be able to 
effectively combine, integrate and compare all these multiple sources of information and being able to extract 
more value from them.   

Integrating information from different farms also arises privacy and security issues. Exploitation of data must 
not be perceived as a potential harm to the user, otherwise, farmers may be reluctant to share their information 
and the whole system will find its potential limited. This might have lower importance in endemic diseases, 
when all the farmers are willing to control or eradicate a disease. Indeed, benchmarking and elaboration of 
“whitelists” of free from disease farms may be a stimulus to join a program. However, if penalties or trade 
restrictions are applied, confidentiality may be a concern, which limit the ability to detect new outbreaks or 
emerging diseases. There are different ML methods that can help to overcome this issue. Papst et al.69 have 
provided an overview of privacy-preserving data analytics. Among them, federated learning is a type of ML 
that has gained interest as a promising solution since it enables distributed data sharing and learning between 
devices without having to transfer raw data. Instead of sharing the farm data in a collective system, federate 
learning can collect and process the data locally and share the model, keeping the data secured. Though this 
technology has already permeated in diverse areas of the so-called “smart agriculture”, its use for veterinary 
applications is still in its beginning. 

The problem of integration is especially important when we want to introduce omics data. We know that the 
interconnections between different ‘omics disciplines with data coming from other levels (e.g., feed data) are 
very relevant to understand the dynamics and risks of disease. However, management and integration of 
omics is particularly challenging due to the high volume and dimensionality of data, as well as the heteroge-
neity, even across omes, because of different scales or types of data (quantitative, qualitative, etc.). Different 
approaches have been proposed for multi-omic analysis: statistical analysis, network analysis, supervised 
analysis, etc.70-72. They are also limited by the frequent low sample size due to the cost of the omics procedures 
as most of the integration approaches require a large volume of data. Initiatives have been made to store and 
standardise animal metagenomic data73 and there are several public repositories that contain reference path-
ways that can facilitate the reconstruction and prediction of the metabolic pathways74. However, further steps 
are still mandatory to advance towards a more functional integration. Therefore, we need a multi-level data-
driven solutions and decision frameworks that can address some of those multi-scale and confidentiality 
challenges.  
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3.2.  Bridge the gap between the data availability and its effective usage  

Despite we already collect a lot of data and have the capabilities to collect even more, usage is often restricted 
to simple descriptive statistics or limited to specific aspects of animal production and pathogen diagnostics75,76. 
This means that a lot of the collected information is not used, and that we are not extracting the full potential 
of that data that was so expensive to collect. For example, accelerometers are conceived and primarily used 
to detect oestrous in dairy cattle, but it may also contribute to early identify sick animals because these are 
more reluctant to movement. Therefore, it is important to emphases the importance of a multipurpose data 
collection. A holistic approach of the process of data collection and a wide variety of indicators will provide 
more accurate models and will increase our capability to understand and predict diseases.  

However, simply collecting more data is not enough. Quantity does not imply quality, and having a lot of data 
does not necessarily mean that these data are representative and reliable. Thus, advances are also needed 
to filter which data are more valuable, informative, representative, etc. as well as which are the easiest to 
collect and economically viable for each purpose.  The first concern affects to the quality of the collection 
process itself. A lot of links may intervene in the data collection process chain and, if the involved personnel 
or infrastructures are not ready to manage the data, loss and distortion of information may happen. Even when 
the right information is collected, data may present gaps depending on how they were collected. When missing 
information are due to a known factor (e.g., holidays, day of the week, not enough resolution, etc.), these lacks 
may be somehow mitigated through prediction, imputation and proxies72,77. However, when information is 
missed due to a non-random pattern or to systematic omissions, imputation is not adequate, and the situation 
is harder to compensate. Machine learning is especially sensitive to this issue as it relies on training or existing 
data as ground truth, so this can misrepresent the system and to obtain poor estimations and hinder the ca-
pacity of AI models to extract information.  

In order to transform data into something informative, specific expertise, technology and analytics are required. 
Interdisciplinary approaches with professionals with appropriated skills and domain expertise in each link of 
the chain are the best way to proceed, but this also needs the requirement of the establishment of good chan-
nels of communication, sharing of information and feedback. The project “Pig Data” has provided an example 
on how implement Big Data by a transdisciplinary approach in livestock production78. Initiatives like Digital 
Innovation Hubs, where hubs (e.g. university) aim to support and assist parties delivering digital applications, 
may aid to create interdisciplinary groups as they are being used in precision farming79. A similar approach 
could be applied to improve digitalisation in animal health and facilitate the integration of precision veterinary 
epidemiology in the Veterinary Services. 

3.3.  Develop new algorithms specifically adapted to animal health 

Usually, the better the quantity and quality of data inputted into a model, the better the model outputs will be 
(e.g. higher accuracy). Thus, early warning mitigation strategies are facilitated by incorporating multilevel data, 
but the multilevel structures also represent analytical challenges due to the complex structures and dimen-
sionalities. Machine Learning algorithms are undoubtedly powerful tools and the best approach to exploit these 
inputs80, as they offer advantages to manage complex, large datasets and extract value in a more semi-auto-
matic way. When applied to a constant flow of data from the farm, these algorithms may be used to monitor 
the system and detect anomalies that can be indicative of a disease emergency before this can even be noted 
by farmers. The adoption of ML learning algorithms has rising exponentially in the last few years in different 
disciplines including health, but their application in animal health remains limited81. Guitian et al.82 summarised 
different ML algorithms applied to animal health purposes mainly falling in four purposes: diagnosis, mortality 
and morbidity risk assessment, disease outbreak prediction and surveillance, and health policy and planning. 
They include very wide algorithms and applications: neural networks for image recognition, text mining to 
extract values from registries, classification trees to assess the decision making, prioritise samples, early de-
tection of diseases, detect potential reservoirs, etc. The optimal ML algorithm often significantly depends on 
the goal and the composition of the dataset. An ideal precision veterinary epidemiology approach should inte-
grate different algorithms and multiple analyses to better support animal health decisions. The problem is that 
the existing techniques are primarily developed for single level data, so ML algorithms need to be adapted to 
the multilevel reality in livestock. In many cases this is a real challenge since multi-level data does not hold the 
independence assumption among data of different levels. For example, in multi-omics, datasets present high 
dimensionality (large number of features for a relatively small number of samples), which makes inference and 
prediction particularly difficult unless large amounts of data are available, which is constrained by the cost of 
the analysis. Moreover, developing these algorithms to manage the massive flow of data and deliver results 
in real time ups the challenge.    
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On the other hand, it is crucial to evaluate the predictive quality of ML methods and compared with statistical 
approaches whenever possible83. Machine learning is especially focused on improving the predictive capability 
and tend to overfit and become rather useless if the characteristics used for training suddenly change in the 
real world. New research areas, such as Probabilistic Machine Learning, have emerged at the interface be-
tween the two domains84 and can be explored in the future. 

3.4.  Develop operational systems to facilitate real-time data collection, integration, analysis, visu-
alisation and sharing to support decision making 

As the final goal is to provide solutions and assistance to Veterinary Services in the decision-making, the 
analysis needs to be integrated and simplified. We cannot expect that the final user (i.e., veterinarians, farmers, 
diagnosticians, etc.) has to deal with the methodologies, but we need to provide tools ready to monitor, visu-
alize, evaluate and generate “interpretable” alerts of risks in real-time in changing scenarios, and to facilitate 
communication among different stakeholders. These tools are expected to be adapted to the needs and ca-
pabilities of the stakeholders, facilitate the interpretation of the results, early warn users of relevant anomalies, 
and propose a set of mitigation and control measures considering the sanitary and economic consequences. 
All these, hopefully with a low learning curve by end-users to effectively use these tools. 

Different initiatives have been starting to integrate data collection sources and individual research methods 
into operational tools. In Europe, the DECIDE project (https://decideproject.eu) aims to develop data-driven 
decision-support tools for respiratory and gastro-intestinal syndromes and integrate them in existing farm man-
agement systems85. The project expects to develop decision-support tools to be integrated in existing farm 
management systems. Platforms such as the Disease BioPortal (https://bioportal.ucdavis.edu) at University of 
California, Davis, are already providing the means to integrate complex data structures, with real-time visuali-
sation and analysis aiding to the decision-making. Producers using the Disease BioPortal are able to visualize 
and analyse different streams of data (i.e., test diagnostics, genomic information, animal movements, produc-
tion records, antimicrobial resistance, etc.), and therefore link their molecular diagnostic results with animal 
and population level information into the platform. The information can then be converted to descriptive plots, 
geographic visualisation and phylogenetic trees in real-time, facilitating risk assessment as well as accelerating 
risk communication between labs, veterinarians and producers. Currently the Disease BioPortal program is 
adding ML to automatise some of the analyses and facilitate the process of dashboard generation, improving 
the access and experience of end users as well as incorporating new algorithms that facilitate data interpreta-
tion and highlights events such as increased incidence of disease, novel virus strains, drops in production, etc.  

Despite the challenge is still substantial, the innovation and availability of methods is easier than ever. The 
new shareable platforms such as GitHub, which allow share code to collectively advance in the implementation 
of methods. There is also widely available application software that allow to experiment on the creation of 
interfaces and dashboards that can be useful for final users, such as Shiny, which offer the opportunity for 
interactive use of research-based and peer reviewed methodology across a global network of users. For ex-
ample, shiny dashboards are now available for radiograph interpretation, omics visualisation, gene inference, 
network analysis, and more86-90. It is important to highlight that most of these Shiny dashboards are generated 
using open-source software, which contributes to the openness of the digitalisation process, although there is 
still a huge way to go to enhance digital transition of smallholders and Veterinary Services in low-resource 
settings91.  

3.5.  Train next generation of data scientists as well as “animal health workers/veterinarian-data-
scientists” 

The next generation animal health workforce needs not only knowledge of veterinary health, but also of diverse 
areas that aid to process and analyse data which are simply too large to be used with conventional tools. 
Future veterinary epidemiologists will also need to be familiar with ML, parallel processing, information tech-
nology systems and incorporate technical skills, such as computer programming, which have not been a tra-
ditional part of their training. To address these issues there are mainly two lines of work: adapting existent 
curricula to integrate the necessary knowledge for these new demands and building transdisciplinary teams 
with different skills and backgrounds. Innovative curriculum development can be addressed by adapting 
already existing machine learning/data science curriculum but oriented to animal health. Therefore, formation 
needs to join members versed in the veterinarian needs, but also Computer Science experts who can provide 
solid, practical, and accessible instructions on machine learning techniques, toolboxes, and knowledge; and 
so, bridging the gap between the two areas. The participation of diverse faculty members with diverse areas 
of expertise allows to offer a more well-rounded formation to the students92. In this regard, different initiatives 
have been emerging in recent years to achieve a transdisciplinary data science, for example, by using co-
teaching schemes (https://datascience.duke.edu/). Other approach has been implemented in Cornell named 

https://decideproject.eu/
https://bioportal.ucdavis.edu/
https://datascience.duke.edu/
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Discipline-based Educational Researcher program, where an instructional designer is embedded in a depart-
ment to help determine which active learning methods are most appropriate for that department's focus 
(https://cder.as.cornell.edu). Cooperation of students from different areas and disciplines around solving open-
ended practical problems could also contribute to develop skills for the future practice. This approach en-
hances critical thinking skills, develops literature review ability, and encourages ongoing learning, often within 
a team environment. Similar programs are implemented in specialised graduate programs, but they could also 
be implemented in the DVM curriculum.  

Building an interdisciplinary team that works collaboratively is essential to the success of digitalisation in 
the Veterinary Services and professionals should be prepared to work in this environment. Good principles 
and best practices have been identified in the literature, including good communications, regular meetings, 
appropriate skill mix and domain expertise, clear vision and well-defined goals, good leadership and manage-
ment, good team culture, training and development opportunities, flexibility, etc.93 

Besides technical skills, communication will also be an important asset for professionals in precision veterinary 
epidemiology. Part of the success depends on how end users use the product, so despite the complexity of 
the data collection, integration, mapping and analysis, the outputs need to be easy to access, understand and 
use. Human-computer interaction experts are key in this process to guide the design of user-friendly software 
and its use by end-users. From the operational point of view, co-design and involvement of end-users is critical 
to the success of the application as well as to communicate its value. Similarly, follow ups to receive feed-back 
or to assess and communicate the benefits from a practical, economical and sanitary point of view presenting 
measurable and palpable goals is also very important. 

Conclusion 

We believe digitalisation of Veterinary Services can substantially enhance animal health, food security and 
food safety if the digitalisation process becomes equable, accessible and ethical for all types and sizes of 
stakeholders. It may also contribute to substantially increase the sustainability, animal welfare and profitability 
in livestock operations. Digitalisation requires real-time integration to diverse multi-scale sources of data as 
well as the user-friendly and secure access and visualisation of such information by end-users (e.g. using 
dashboards) to timely inform decision-making. We believe that by addressing the five Animal Health digitali-
sation challenges, there will be a significant increase in animal health, animal welfare, farm productivity and 
revenue in the livestock industry. Although we are focusing in this report in the area of livestock health and 
food safety, as those are the main areas usually covered by Veterinary Services, we certainly believe that the 
digital transformation and the use of precision epidemiology, it is a holistic, One Health, approach that could 
be effectively used to better address population level problems in any public health and animal health setting 
(e.g. from the study of the impact of environmental exposures, infectious diseases or chronic diseases in 
humans to the evaluation of epidemiological issues affecting companion animals or wildlife conservation). 
Authorities should prioritise to develop policies, provide recommendations and invest in digitalisation (including 
data standardisation and interconnectivity) because not only it will help Veterinary Services to do better, faster 
and more effectively their job but also it will bring numerous social and economic benefits.  
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